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Abstract—Today, web content such as images, text, speeches, 
and videos are user-generated, and social networks have become 
increasingly popular as a means for people to share their ideas 
and opinions. One of the most popular social media for 
expressing their feelings towards events that occur is Twitter. 
The main objective of this study is to classify and analyze the 
content of the affiliates of the Pension and Funds Administration 
(AFP) published on Twitter. This study incorporates machine 
learning techniques for data mining, cleaning, tokenization, 
exploratory analysis, classification, and sentiment analysis. To 
apply the study and examine the data, Twitter was used with the 
hashtag #afp, followed by descriptive and exploratory analysis, 
including metrics of the tweets.  Finally, a content analysis was 
carried out, including word frequency calculation, 
lemmatization, and classification of words by sentiment, 
emotions, and word cloud. The study uses tweets published in the 
month of May 2022. Sentiment distribution was also performed 
in three polarity classes: positive, neutral, and negative, 
representing 22%, 4%, and 74% respectively. Supported by the 
unsupervised learning method and the K-Means algorithm, we 
were able to determine the number of clusters using the elbow 
method. Finally, the sentiment analysis and the clusters formed 
indicate that there is a very pronounced dispersion, the distances 
are not very similar, even though the data standardization work 
was carried out. 

Keywords—Techniques; machine learning; classification; 
twitter 

I. INTRODUCTION 
The analysis of data derived from social media is of 

growing importance from various points of view, including 
academic and economic ones. Currently, there are 4.2 billion 
users on social networks worldwide, equivalent to 53.6% of 
the total population [1]. In Peru, there are 26.41 million social 
network users, equivalent to 81.4% of the population [2]. 

On Twitter, an average user makes six comments on all 
types of tweets, follows one user, and shares two tweets on 
average in 30 days; the number of likes and comments on 
social media tweets influences users' self-presentation [3]. 
Social networks are new spaces where groups of users with 
specific characteristics are centered, allowing them to share 
expressions, and opinions, these are considered the new means 
of communication and exchange of web content [4], [5], and 
the amount of data provided by users and feedback is 

enormous, however, there is no predefined method or tool to 
sort and classify the comments, since knowing the opinions of 
users is of utmost importance to generate knowledge and 
make better decisions in the different areas [6],[5],[7]. 

The AFPs are private institutions whose sole purpose is to 
manage pension funds in the form of personal accounts that 
provide retirement, disability, and survivor's pensions and 
funeral expenses [8].  The objective of the AFP is to protect 
the older population from the risk of poverty and allow 
citizens to save for their retirement. This study aims to classify 
and analyze the sentiments of Twitter users (affiliates) using 
machine learning models, for this case we will work with the 
hashtag #afp. 

Comments are composed of positive opinions that create a 
contagion effect, while criticism or negative comments also 
influence users' decisions [9],  by which, it is important to 
classify and analyze users' sentiments to know their reactions 
to a certain topic or tweet. Supported by association rule 
learning and machine learning algorithms, it is possible to 
discover the relationships between words that associate 
sentiments [10],[11]. 

The article is organized as follows. Section II describes the 
main works related to sentiment analysis. Section III presents 
the method and case implementation. Section IV describes and 
discusses the results and discussions. Finally, Section V 
presents the conclusions. 

II. RELATED WORK 
Currently, the Internet and social networks are 

environments in which large amounts of user data are 
collected [12]. Comments can negatively affect the reputation 
of a person or company and be harmed socially and/or 
economically, it is for this reason, that [13] argues that to 
generate social capital, it is necessary to work on the feedback 
generated by users on social networks. 

The authors in [14],[15],[16] implemented an analysis 
model using machine learning classifiers, to measure and 
predict user profile credibility, the implemented model was 
evaluated on two different datasets with term frequency and 
three inverse document frequency variables. Similarly, in 
[17],[18],[19] identified features that can be useful for 
predicting whether a tweet or comment is a rumor or 
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information, using a rule-based approach involving regular 
expressions to categorize sentences. 

In addition, [20] analyzed the existence of malicious users 
spreading malware or phishing in tweet comments, for which 
six classifiers were used: random tree, random forest, Naïve 
Bayes, Kstar, decision table, and decision stump. Likewise, 
[21] proposed an approach to extract from Twitter the image 
content, classify it and verify the authenticity of digital images 
and discover manipulation. Also [22] recommended a topic 
analysis and sentiment polarity classification with machine 
learning techniques for emergency management, finding that 
the most suitable classification model is random forests. 

Likewise, [23] developed a system that employs sentiment 
analysis for product reviews (e.g., the company shares a photo 
of a new product in a tweet and it receives a thousand new 
product comments), the system classifies the comments as 
positive or negative. 

Machine learning employs two types of techniques: 
supervised learning, which trains a model on known input and 
output data so that it can predict future results. Unsupervised 
learning finds hidden patterns or intrinsic structures in the 
input data. In the same context, in [24],[25],[26] the authors 
used natural language processing methods to detect fake news 
in social media posts, and also created a semi-supervised 
learning model for early detection. 

In addition, in [27],[28]  a supervised learning model for 
rumor verification using contextual features based on 
contextual word embeddings, speech acts, and the writing 
style was presented. In [29]  the authors collected unstructured 
data from social networks, using an application implementing 
different supervised and unsupervised learning classification 
algorithms. Similarly, in  [30] a novel method for generating 
opinion summaries in social networks was proposed, using the 
unsupervised learning technique, in [31] content analysis of 
textual Twitter data was performed using a set of supervised 
and unsupervised machine learning methods to appropriately 
cluster and classify traffic-related events. 

Although previous studies considered many aspects of 
sentiment analysis in social networks, according to the review 
conducted, there is a gap to be investigated in the use of 
clustering rules to classify and analyze user sentiments, 
considering that these results would be of great use to 
stakeholders, as it would allow them to make better decisions 
supported with ML. 

III. METHOD AND IMPLEMENTATION OF THE CASE 
This section presents the construction of the machine 

learning terminology, the method, and the detailed 
implementation of the proposed case study that seeks to 
predict members' sentiments regarding AFP of Peru. 

Machine learning (ML) is a discipline of artificial 
intelligence that, through algorithms, teaches computers to 
build models from experience [32]. ML is divided into three 
types: supervised learning, unsupervised learning, and 
reinforcement learning, and these in turn are classified into 
different learning models, as shown in Fig. 1. The study uses 

unsupervised learning, and the k-means algorithm, for which 
we will address only this category. 

 
Fig. 1. Types of Learning. 

Unsupervised Learning: It does not require labeled data 
and can be processed by clustering methods.  Clustering is a 
typical example of unsupervised learning that finds visual 
classifications that match the hypothesis [14]. The goal of 
clustering is to find similarities, regardless of the kind of data. 
Therefore, a clustering algorithm needs to know how to 
calculate similarity, and then start running.  

K-Means: It is a clustering algorithm that combines the "n" 
observations into "k" clusters that are aggregated together 
according to specific similarities [33], as shown in Fig. 2. 

 
Fig. 2. Grouping of K-Means. 

The K-Means algorithm follows the following steps: 

• Initiation: The location of the centroids of the k clusters 
is chosen randomly. 
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• Assignment: Each datum is assigned to the nearest 
centroid. 

• Updating: The centroid position is updated to the 
arithmetic mean of the data positions assigned to the 
cluster. 

Steps 2 and 3 are followed iteratively until there are no 
more changes in the location of the centroids, or they move 
below a threshold distance from each step. The K-means 
algorithm seeks to solve an optimization problem, the function 
to be optimized being the sum of the quadratic distances from 
each object to the centroid of its cluster. The objects are 
represented by d dimensional real vectors (x1, x2, …, xn) and 
the algorithm constructs k clusters where the sum of the 
distance of the objects, within each object s= {s1, s2, …, sk}, 
to its centroid is minimized. The problem is formulated as 
follows: 
𝑚𝑖𝑛
𝑠
𝐸(𝜇𝑖)  =  𝑚𝑖𝑛

𝑠
∑  𝑘
𝑖=1 �  | |𝑥𝑗

 
𝑥𝑗 ∈ 𝑠𝑖

−  𝜇𝑖| |2             (1) 

Where S is the data set whose elements are the objects 
represented by vectors, where each of its elements represents 
an attribute. We have k cluster with its corresponding centroid 
𝜇𝑖. On each centroid update, from the mathematical point of 
view, we impose the necessary condition of extrema to the 
function 𝐸(𝜇𝑖) which, for the quadratic function (1) is. 

∂𝐸
∂𝜇𝑖

= 0 ⟹ 𝜇𝑖(𝑡+1) =
1

|𝑆𝑖
(𝑡)|

+ � 𝑥𝑖
𝑥𝑗 ∈ 𝑆𝑖

(𝑡)

 

The k-means algorithm is simple and fast, however, it is 
necessary to decide the value of K and the final result will 
depend on the initialization of the centroids. 

The Cross-Industry Standard Process for Data Mining 
(CRISP-DM) methodology was chosen for the development of 
the case. It is a model that divides the process into six main 
phases: business understanding, data compression, data 
preparation, modeling phase, evaluation, and implementation. 
CRISP-DM has a structured approach, establishing a set of 
tasks and activities for each phase. 

A. Business Understanding 
The AFP is a private institution in charge of managing 

people's provisional savings. Like any company, with the 
arrival of COVID-19, the economy of the region has been 
severely affected and, therefore, the annualized profitability of 
the AFP has not been favorable. This has led the Congress of 
the Republic to promote laws such as free disaffiliation, 100% 
of contributions for those over 55 years of age, among other 
authorizations for controlled withdrawals under the context of 
a pandemic for the years 2020 to 2022. Peruvians' perception 
of the AFP has never been positive, probably because 
retirement pensions do not meet expectations, among other 
factors. In this context, the sentiment analysis of the case 
study aims to analyze and classify the opinions of AFP 
members. This analysis can help the AFP to make better 
decisions in its offerings to the market. Fig. 3 shows the 
general process of sentiment analysis. 

 
Fig. 3. General Sentiment Analysis Process. 

Fig. 3 shows the general process of sentiment 
classification and analysis. It starts with extraction supported 
by libraries, then we move on to cleaning and tokenization, 
this process consists of removing from the text everything that 
does not provide information about the subject matter. For 
example, on Twitter, users can write in a way that they 
consider convenient, such as abbreviations, punctuation 
marks, web page URLs, single characters, numbers, etc. 

Tokenization consists of dividing the text into its 
constituent units, in this case, words. Next, we perform the 
exploratory analysis, in this stage, we try to understand and 
study which words and how often they are used, as well as 
their meaning. In the Python or R language, one of the 
structures that facilitate the exploratory analysis is the 
DataFrame, which is where the information of the tweets is 
stored. The next step is to perform the classification, in this 
phase, to be able to apply classification algorithms to the text 
(tweets), a numerical representation of the text is created. 

One of the most used ways is known as the Bag of words, 
this method consists of identifying the set formed by all the 
words (tokens) that arise in the corpus. Finally, we proceed 
with the sentiment analysis, for which it is necessary to have a 
dictionary in which a sentiment or sentiment level is 
associated with each word. 

B. Data Comprehension 
The dataset for the case study has been collected on recent 

Tweets from May 2022, related to the hashtag #afp, with 
coordinates -12.062152, -77.0361328 corresponding to the 
city of lima. The dataset is composed of 18k tweets. The data 
we collected contains relevant information about most of the 
tweets such as their attributes (user_id, status_id, created_at, 
screen_name, text, source, display_text_width, 
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reply_to_status_id, favorite_count, replay_to_user_id, 
replay_to_screen_name, is_quote, retweet_count1, 
quote_count, media_url, media_t. co, media_expanded_url, 
etc.) which, in sum, are 90 attributes with 18k tweets to be 
processed, as shown in Fig. 4. 

 
Fig. 4. Tweet Search and Download Code. 

1) DataSet preparation: This is an essential step before 
applying any machine learning model. The DataSet 
preparation phase starts with a crucial previous step, known as 
extraction, loading, and transformation, to load the extracted 
data to a source or data warehouse, in this case, it will be 
processed in a single computer with the necessary 
characteristics to support the processing of 18k tweets 
represented in a DataSet. The phases, as a whole, are 
described below: 

2) Extraction, loading, and transformation: This process 
was implemented with the code illustrated in Fig. 4, the data 
were stored in a text file, then, supported with the stringr 
library, we performed the first preliminary cleaning, then the 
text file was converted to a csv file (write.csv ()), then we 
applied tokenization with the libraries tidyverse, tibble and a 
personal dictionary in Spanish loaded with the readxl library. 
And then we used lemmatization, that is, the root of a word 
that can be written in several forms and refer to the same 
thing. For example, if the words pueblo, pueblito, pueblano 
are found, the root of these three words is pueblo, thus 
avoiding redundancy in the analysis, this process is supported 
in a pre-trained model with the udpipe library, as shown in 
Table I. 

In the next step, we performed an exploratory analysis of 
the data, using the bag-of-words(bow) model to obtain the 
most common words in the lexicon, obtaining a list of the 
most frequent words in the hashtag #afp. Fig. 5 shows a dense 
word cloud with some of the most used words in the generated 
corpus, also, it can be seen that several words are found in 
different positions. 

TABLE I. LEMMATIZATION OF WORDS 

senten
ce_id sentence token_

id token lemma 

1 chabelitacongre 1 chabelitacongre chabelitacongre 

1 ayudas 1 ayudas ayudas 

1 pueblo 1 pueblo pueblo 

1 quitando 1 quitando quitando 

1 jubilación 1 jubilación jubilación 

1 problema 1 problema problema 

 
Fig. 5. Most Popular Words Related to #afp from our Corpus. 

Next, the syuzhet dictionary package is used, this package 
works with four sentiment dictionaries, such as: Bing, Afinn, 
Stanford, and NRC, in our case, we will work with NRC, 
since it is the only one available in several languages, 
including Spanish. This dictionary has 14182 words with 
categories of feelings, positive, negative, and the emotions of 
anger, anticipation, disgust, fear, joy, sadness, surprise, 
confidence, etc. This dictionary is used with the purpose of 
analyzing and grouping the words of the corpus and to know 
in which category the feelings are grouped. Fig. 6 shows that 
the negative sentiment of affiliates is most frequently repeated 
in the tweets, followed by positive sentiment, fear, confidence, 
anger, disgust, etc. 

 
Fig. 6. Frequency of Terms in Sentiment Analysis. 

Fig. 7 shows the words of the tweets grouped by 
sentiment, in it, we can analyze each of the words associated 
with a particular feeling. For example, the word money is the 
one that mostly generates the feeling of joy, followed by 
astonishment, confidence, anger, positive and premonition. In 
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the same line, the word congress is the one that mostly 
generates disgust, likewise, the word government is the one 
that mostly generates the feeling of fear. 

 
Fig. 7. Words for Sentiment. 

C. Preparation and Clustering with K-means 
At this stage, we have already extracted, cleaned the data 

and stored it in a text file. Next, we use the TM package, to 
call the functions VectorSource (), inspect () and 
removeSparseTerms (), the latter function to remove words 
that are not very frequent, and finally we convert the text into 
a word frequency matrix with the TermDocumentMatrix () 
function. The k-means clustering is a vector quantization 
method, which tends to find clusters of comparable spatial 
extent. Part of the code is shown in Fig. 8. 

 
Fig. 8. Use of Libraries in R. 

D. Modeling Phase 
In this context, it is very important to analyze the 

relationship between words with the findAssocs () function of 
the tm package. The calculation of the findAssocs () function 
is performed at the document level. Then, for each specific 
document containing the word in question, the other terms in 
those documents are associated, the other search terms are 
ignored. The function returns a list of all the other terms that 
meet or exceed the minimum threshold (findAssocs (tdm, 
"afp", 0.40)). The minimum correlation values are usually 

relatively low due to the diversity of words. The tweets of the 
hashtag #afp have been cleaned and organized with 
tweets_tdm. For the case study, the function findAssocs () 
searches for the association of terms and manipulates the 
results with list_vect2df () from the qdap package and then 
creates the diagram with the ggplot2 library. Fig. 9 shows the 
strong association represented by the thickness of the lines 
between the words. The word afp is the root for the 
association of the other words, such as afp-money, afp-
withdrawal, afp-funds, afp-system, afp-years, afp-law, afp-
now, funds-withdrawal, withdrawal-law, afp-castle, etc. This 
association process allows us to know the words most 
associated and expressed by AFP members. 

 
Fig. 9. Frequency Represented in Line Thickness. 

In Fig. 10, the sentiment classification is presented with 
the overall percentage of each positive, negative and neutral 
tweet found in the dataset. It can be seen that the sentiment 
classes are unequal, as a large part of the affiliates express 
themselves negatively or neutral concerning the hashtag #afp. 

 
Fig. 10. Sentiment Distribution of the Three Polarity Classes along with the 

Percentage of Tweets Referring to the #afp Hashtag. 
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IV. RESULTS AND DISCUSSION 
In this section, we present the performance of the k-means 

algorithm to obtain the best number of clusters and the results 
of the case study. In general, most clustering algorithms, 
including k-means, employ different numbers of clusters, and 
are evaluated by multiple validity measures to determine the 
most meritorious clustering results. To measure clustering 
performance, we use a precision index (IP), where 
IP=∑  𝑐

𝑘=1 n(ck)/n, where ck is the number of data points that 
obtain the correct clustering for cluster k and n is the total 
number of data points. 

The higher the accuracy index, the better the clustering 
performance. K-Means clustering is based on data 
partitioning, data that have the same features are grouped into 
one cluster, while data that have different features are grouped 
into other clusters. The steps of K-Means clustering are three: 
deciding the cluster number k, centroid initialization and 
assigning the data to the nearest cluster, the determination of 
the closeness of objects/data is determined based on the 
distance of objects/data, to calculate the distance of all data to 
each centroid point, the Euclidean distance theory is used, 
which is represented as follows. 

𝐷(i, 𝑗) = ��𝑥𝑖1 − 𝑥𝐽1 �
2 + �𝑥𝑖2 − 𝑥𝐽2 �

 
2 + ⋯+ �𝑥𝑖𝑝 − 𝑥𝐽𝑝�

2
 

Where: 

D (i, j) = distance of the data to the cluster center j. 

Xik = ith in the kth date attribute. 

Xij = jth center point in the kth data attribute. 

The centroid is the average of all data/objects within a 
particular cluster. Each data/object is reassigned using the new 
cluster centroid, the cluster does not change, then the 
clustering process is finished, otherwise, repeat the steps until 
there is no change for each cluster. 

To determine the number of clusters in which the data are 
grouped, we use the elbow method, this method uses the mean 
of the observations to their centroid, i.e., it looks at the intra-
cluster distances. The larger the number of clusters k, the 
intra-cluster variance tends to decrease. The smaller the intra-
cluster distance the better. 

The elbow method searches for the k value which satisfies 
that an increase of k does not substantially improve the mean 
intra-cluster distance. To find the number k, 15 clusters were 
assigned, in Fig. 11 it can be seen that the elbow(k) is formed 
at point 3, this means that the number of clusters that we will 
process will be k=3. 

Once the number of clusters (k = 3) has been determined, 
we can start with the data processing. For this, the tweets had 
to be converted to numerical data, using one-hot encoding for 
the transformation, as shown in Table II. 

It is advisable to scale values and not to introduce 
variables that are highly correlated or that are linear 
combinations of other variables, i.e., to avoid 
multicollinearity. The objective of scaling variables is to make 
them comparable, that is, to have a mean equal to zero and a 
standard deviation equal to one. The scaled method is 
achieved by using the following formula: 

𝑧(𝑥) =
𝑥𝑖 − 𝑐e𝑛 𝑡𝑟 𝑜 (𝑥)
𝑑e𝑣i𝑎𝑡i𝑜𝑛(𝑥)  

Where, center(x) is a measure of centrality with mean or 
median and variance (x) is a measure of dispersion such as 
standard deviation. The standardization of data is important as 
it makes the distances similar to that without scaling. Fig. 12 
shows a representation by dimensions and the clusters formed. 
It is clearly observed that a cluster of comments or tweets are 
very homogeneous, with low values in cluster 1, we refer to 
the negative sentiment and high values in cluster 2, cluster 3 is 
presented in the central part with intermediate values in both 
cluster 1 and 2 corresponding to the positive and neutral 
sentiments. 

 
Fig. 11. Elbow Method - Number of Clusters. 

TABLE II. SUMMARY OF ONE HOT CODING 

Docs afp casa hasta los que seguro son tienes todos vida 

1 0 0 0 0 0 0 0 0 0 0 

10 1 0 0 2 2 0 0 0 0 1 

2 1 0 0 3 1 0 1 0 1 0 

3 0 2 1 1 0 0 1 0 1 0 

4 1 0 0 0 1 0 0 0 0 0 

5 1 0 0 0 0 0 0 1 0 0 

6 1 0 0 0 0 0 0 0 0 0 

7 1 0 0 0 1 0 0 0 0 0 

8 1 0 0 0 0 3 1 1 0 3 

9 1 0 1 1 3 0 0 1 0 0 
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Fig. 12. Sentiment Analysis of #afp. 

V. CONCLUSION 
In recent years, several approaches have been developed 

for sentiment analysis on social network data, specifically on 
Twitter. The process of sentiment analysis is often complex 
due to the huge amount of data and the need to achieve a high 
level of accuracy. This study presents the sentiment analysis 
of Twitter hashtag #afp data, for which the k-means algorithm 
was used. This algorithm is based on data partitioning, data 
having the same features that are grouped into a cluster. In this 
study, eight types of feelings (sadness, foreboding, positive, 
negative, fear, anger, disgust, confidence, amazement and joy) 
were used. After applying unsupervised learning with K-
Means, it is seen that the negative feeling is the most 
recurrent, followed by positive feeling, fear, confidence, etc. 
As shown in Fig. 6 out of a total of 18000 tweets related to the 
hashtag #afp, tweets with sentiments, positive, neutral and 
negative represent 22%, 4% and 74% respectively. This 
means, that machine learning applying the K-Means algorithm 
proves to be efficient and practical, and can be easily applied 
for sentiment classification on related topics, where we do not 
have input and output tags. 

This study provides theoretical and practical scopes. 
Regarding the theoretical scope, the study applies a machine 
learning approach, with the unsupervised learning method for 
sentiment analysis of AFP members, using Twitter data with 
the hashtag #afp. Also, sentiment analysis with machine 
learning can be applied in different industries such as 
marketing, services and academia, etc. In terms of practical 
scope, this study recommends machine learning with the 
unsupervised method to be applied in cases similar to the 
study, allowing it to be adapted and improved to achieve a 
better level of accuracy, especially in complex situations when 
performing textual analysis. 

In this study, from the classification to the analysis of 
feelings, there was evidence of certain feelings that were most 
repeated, with negative feelings being the predominant one, 
with which we can conclude that the members do not feel 
represented or reject the actions of the AFP, followed by 
positive feelings, fear, trust, anger, sadness, disgust, 
premonition, joy and amazement, in that order. This study is 
not without limitations. Attribute mapping was applied to the 
initial data set; within this, there may be a diversity of factors, 
combinations that may affect the classification results. In 

future work, machine learning with the unsupervised method 
and the K-Means algorithm can be optimized to improve the 
accuracy of sentiment detection, classification and analysis. 
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